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Abstract— This paper presents an efficient technique for and nonlinear devices which are represented only in the
transient simulation of linear subnetworks characterized time-domain.
by S-parameters in the presence of nonlinear COmponents. — there have been several attempts in the literature to address

The proposed method is based on the recently developed . .
model-reduction technique, complex frequency hopping. A new the above issue. These approaches can be broadly classified

algorithm for computing the moments of S-parameter-based INto two categories. In the first category, transient simulation
subnetworks is presented. The proposed method is suitable for is performed based on the traditional convolution process

simulating large number of .S-parameter-based subnetworks in [3][5], wherein the frequency-domain measured data is first
a general circuit environment consisting of lumped/distributed converted to time-domain using inverse Fourier transform
elements and nonlinear devices. . .
and then convoluted with the transient responses of both the
_Index Terms—Circuit simulation, complex frequency hopping, nonlinear load and the input excitation. However, such an
g'Str!b”tEd networks, high-speed interconnects, model-order re- 4 0 suffers in a general circuit environment containing
uction, moment-matching techniques, RF circuits, scattering . . .
parameters. a large number of nonlinear devices due to computational
inefficiency and convergence problems. Approaches in the
second category are based on obtaining a reduced-order model
.- INTRODUCTION [6]-[8] for the measured data and performing the transient
ECENTLY, characterization and simulation of linear subanalysis using recursive convolution [7], [9]. However, there
networks characterized by scattering parameters withdime three main difficulties associated with these approaches:
nonlinear simulation environment has become a topic of id) lack of a systematic approach [6] to capture the entire
tense research. Important applications of scattering paramefegguency spectrum of interest from the giverparameters;
include high-frequency microwave devices and high-spe@)i CPU expense and stability problems associated with the
interconnects. At higher frequencies, it may not always m®nvolution-based techniques; and 3) accuracy problems as-
possible to have analytical models for interconnects due gociated with the computation of moments.
topological and inhomogeneity constraints. For example, inA straightforward way to compute the moments is to per-
chip carriers, interconnections are usually nonuniform dderm direct numerical differentiation or through local ra-
to high-circuit density, complex geometry, and geometricéibnal approximations [8]. However, the difficulties in such
constraints at the edges of the chip. Nonuniform transmissiapproaches are obtaining an accurate local approximation,
lines are also used as filters, couplers, impedance matchggdection of the appropriate step size, and choosing an optimum
blocks, equalizers, resonators, and pulse transformers. Albandwidth for such an approximation. Choosing a bandwidth
the recent boom in wireless communications in combinationuch smaller or larger than the modulus of the nearest pole
with advances in silicon technology has made the on-chip iresults in rapidly deteriorating derivative values. In the case
ductors very popular in RF front-end integrated circuits (IC’'spf subnetworks characterized by time-domain measurements,
Generally, the behavior of such structures is characterizad accurate moment-computation algorithm based on time-
using frequency-dependent scattering parameters [1]-[8]. Sutdmain integration has been presented in [10]this pa-
parameters can be obtained either directly from measurememés, we extend the time-domain integration scheme to include
or from rigorous full-wave electromagnetic simulation. measured subnetworks characterized by frequency-dependent
However, transient simulation of such frequency-dependestiattering parametersThe main contributions/advantages of
parameters in the presence of nonlinear devices is a CRlle new technique presented in this paper are summarized
expensive process. This can be attributed to the mixediow.
frequency/time problem as the network contains béth . An algorithm based on the complex frequency hopping
parameters which are characterized in the frequency-domain (CFH) [12], [13] is presented for the model-reduction of
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spectrum of the5-parameters up to the highest frequency Linear subnetwork B
of interest. —

* A new moment-generation scheme based on time-domajn Vi / )
integration is developed fos-parameter-based subnet- - > o parameter based
works. V2 i

Nonlinear

scription is derived and it can be easily stenciled intd components iy, Vi
general-purpose simulators such as SPICE. As a SPICE ‘

subcircuit, the macromodel can be incorporated into 4 v, ¥ i,
standard simulator and connected through its port nod%s B

to either linear or nonlinear circuits and can be efficiently \

simulated to obtain unified transient responses [11]. This

simulation scheme overcomes the problems associafé@l 1. Nonlinear network containing linear subnetwork.
with the traditional convolution techniques.

The rest of the paper is organized as follows. Section Il of one nonzero in each row or column, is a selector matrix
presents a systematic approach to include linear lumped that mapsi,(t) € R"*~, the vector of currents entering
elements and linear measured subnetworks using modified the linear subnetworlk, into the node spac&”+ of the
nodal analysis technique. Section Ill presents the new model- network ¢;
reduction algorithm for S-parameter-based subnetworks. « N, is the total number of variables in the MNA formu-
Section IV briefly describes the derivation of a time-domain |ation;
macromodel from reduced-order descriptions for obtaininge 5 is the total number ports associated with the linear
unified transient simulation. Sections V and VI present subnetworkr.

¢ A time-domain macromodel from the reduced-order de -

/

computational results and conclusions, respectively. The linear multiterminal subnetwork can be characterized
in the frequency-domain by its terminal behavior. Without loss
Il. FORMULATION OF NETWORK EQUATIONS of generality, the terminal relations for subnetwerkcan be

In this section, a unified formulation scheme is presented f@Presented by frequency-domain equations in the form
include S-parameter-based devices in a modified nodal analy-
sis (MNA) [11]. In order to make the formulation suitable for Ix(s) = Y (s)V(s) (2)
model-reduction, the network under consideration is divide
into nonlinear and linear subnetworks and the correspondiY,Y
formulation is presented in the first part of this section. T
linear subnetwork can contain lumped elements and measufgd"

subnetworks, and its formulation is given in the second pe{ne netv_vo_rkd). . . . .
of this section. The difficulty in solving (1) and (2) simultaneously is due to

the fact that they implicitly contain a mixture of frequency- and

time-domain representations. This can be efficiently addressed

using the following three basic steps: a) using moment-
Consider a general network containing an arbitrary num- matching techniqued’ .(s) in (2) is approximated by g-pole

ber of nonlinear components and linear subnetworks. TR&ver order model, b) a time-domain macromodel in the form

linear subnetworks can contain linear lumped components agdordinary differential equations is derived using the lower

S-parameter-based devices. For simplicity, let all the lineggder frequency-domain information, and c) the differential

subnetworks be grouped into a single linear subnetwoss equations are solved simultaneously with (1) using standard
shown in Fig. 1. Without loss of generality, the MNA matriXqgnlinear solvers.

for the network¢ can be written as

ereY .(s) is the frequency-domain admittance representa-
n of the subnetworkr. V.(s) and I.(s) are the vector of
inal voltages/currents that connect the subnetworto

A. General Formulation of Network Equations

B. Formulation of Linear Subnetwork Containing

. d11¢
Lrix(t) +F<”¢(t)’ _> —by(t)=0, t€[0.7] (1) S-Parameter-Based Devices

dt

where In this section, formulation of linear subnetworksuitable
Jor model-reduction is presented. Let the linear netwark

« v,(t) € RN+ is the vector of node voltage waveform _ _
appended by independent voltage source currents, fFpnsist of lumped components anmd, linear subnetworks

ear inductor currents, nonlinear capacitor charges, apg2racterized bys-parameters. Let each-parameter-based
nonlinear inductor flux waveforms: subnetworkk have Nj terminals (Fig. 1). The generalized

. b, € RV is a vector with entries determined by thé:ircuit equations using modified nodal analysis for the entire
independent voltage/current sources; linear subnetwork can be written as

* F(vy) is a function describing the nonlinear elements of 9 N,
the circuit; Ca—v(t)—i—Gv(t)—i—Z Eyip()—b0(t) =0, t e [0,7]
e L. = [l;;] with elementsl; ; € {0, 1} wherei ¢ t k=1

{1,2,---, Ny}, 7 € {1,2,---, nz} with a maximum 3)
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whereZ, G ¢ RN~>*N= are constant matrices determined byetwork, both in the time- and frequency-domains. Expanding
lumped linear components, € R+ is a constant vector with X(s) in (10) about the complex frequency point= « yields
entries determined by the independent voltage/current sources,

andw(t) € R is the vector of node voltage waveforms X(s) = ZM"(S —a)"b (10)
appended by inductor/independent voltage source currents of ¢
linear subnetworkr, E;, = [e; ; € {0, 1}] is a selector WhereM, is thenth vector of coefficients (moments) of the

matrix that mapsy () € R+, the vector of currents enteringTaylor expansion. A recursive equation for the evaluation of
the subnetwork, into the node space of network IV, is the the moments can be obtained in the form
total number of variables in the MNA formulation, addt) "

is the unit impulse function. _ 9s" s=a T T
Next, the stencil ofS-parameter-based subnetworks can be [H ()M, = 12_:1 7! b (1)
represented in terms af-parameters as i h
wi
I.(s) =Yi(s)Vy 4 .
1(s) k(s)Vi(s) (4) [H(a)|Mq = b. (12)

where I,(s) and V(s) are the Laplace-domain terminal
current and voltage vectors arld(s) is a Ny x Ny y-
parameter matrix for the measured subnetwérkThe y-
parameters of the linear subnetwofk are related to the
S-parametersS;, as [1]

The transfer function of the system is then found by
matching a Pa&l approximation to the moments of the system
in (10). CFH [12] extends the process to multiple expansion
points in the frequency range of interest. An efficient search
algorithm for the selection and minimization of the expansion

Y Fu(SiRi + Ry) = Fr (I, — S) (5) points as well as a method for collection of information from
all the expansion points into a unified network transfer function
where is described in [12] and [13].
1 1 To evaluate the momen#,, using (11), the derivatives of
F,, =diag (6) H(s) [denoted byH"] are needed. They can be obtained
2v/Re(21) 2y/Re(Zy) using (9) as
R, :dlag[Zl ZN]. (7) _ (IC), 00 --- 07
Here Zy --- Zy represent the reference impedances at the 1) — Y,;’E; 0 0 0 0
terminals of the subnetworl§;,, I, are N, x N, S-parameter @) e 00 -0
and identity matrices, respectively."represents the complex Yy Ey, 0 0 0 O
Hermitian operation. Using (3) and (4), the network equation -0 0 0 --- 01
in the frequency-domain can be written as (r) gt
e = | Y1 B 000 00y (13
G + SC El E2 L El\rs V(S) b (1) . . 0 0 e 0
Y{Ef U 0 0 0 I4(s) 0 Yy Ey, 0 0 0 Ol
e o o - 0 In order to perform model reduction using CFH, the indi-
YyEy, 0 0 0 -U N, (s) 0 vidual derivatives represented B’ (s) in (13) are needed.

(8) ' In the next section a new algorithm for the computation of the

. . moments is given.
or (8) can be concisely written as g

H(s)X(s) =b. (9) B. New Moment-Generation Algorithm for
S-Parameter Based Subnetworks
I1l. DEVELOPMENT OF THE PROPOSED Consider the measured subnetwdrk The derivatives of
MODEL-REDUCTION ALGORITHM the y-parameter matrix represented ¥y (s) [dropping the

In this section, a new scheme for efficient model reductici!bscriptk for simplicity in (13)] can be obtained recursively
of S-parameter-based subnetworks is presented. Also, a ré¢dng (5) as follows:

moment-generation algorithm for frequency-domain charac- "/ " /n
terized S-parameters is described. In addition, techniques toY"/P = — <7,>Y("_T)P(T) +> <T>F("_T)(I
improve the accuracy of the moments are also presented. For r=1 r=1
the benefit of the readers, this section also contains a brief — 85" 4 FONI - 8) (14)
review of moment-matching techniques.

where
A. Review of Moment-Matching Techniques P=FQ (15)

Moment-matching [12]-[16] is a technique whereby thgin
Taylor series expansion of the network equations is used to
generate, via matching, a low-order transfer function approx- Q=T+FK (16)
imation. The transfer function then acts much as the entire T=SR. a7
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Next, derivatives ofP as needed by (14), and subsequentilgombined frequency response be denotediy) as
the derivatives o) andT’, can be recursively computed using

(15), (16), and (17) as U(s) = S(s)W(s). (22)

" Let the corresponding inverse Fourier transform be denoted
P =3 <T>F<"”)Q(”)+F<")Q (18) by ¢(t). Time-domain integration ofp(¢) will yield the

r=1 combined momentg+(")(s)). Next, the required original
QM =7 4 R*") (19) subnetwork moment$S")(s)) are retrieved from(s(")(s))

" n as follows. Using (22) we can derive a recursive relationship
T =% < )s<"—">R<"> +S5™R. (20) as

-
r=1

g =3 <”) SO 4 g (23)

However, to proceed further, (14) and (20) leave us with the 7

task of computing the moments efparameters, which do not

have a closed-form solution. However, to proceed further, (14)However, use of (23) to retrieve the original system mo-

and (20) leaves us with the task of computing the moments mbntsﬁ‘(”)(s) needs the derivatives of the windowing function.

S-parameters, which do not have a closed-form solution, afile derivatives of these window functio® "’ (s)) can be

have to be computed numerically. analytically computed. In our work, we used the Hanning
In order to obtain accurate moments for frequency-domafiiinction as the band-limiting window function. Closed-loop

characterizedS-parameter measurements, a scheme basstpressions for the derivatives of Hanning function were

on time-domain integration is developed. In the proposeléveloped and the final relations are given as

algorithm, givenS-parameters are first converted to the time- .

domain using inverse fast Fourier transform. Next, the deriva- y7(0) — <Sm(o‘3)> < 1 )

r=1

tives of S-parameters are obtained by performing integration 2 \ a8 1+ f3s?
in the time-domain. For the purpose of illustration, consider o= 7
any individual S-parametess; ;(¢) in the time-domain. Using 2
integration in time-domain$; ; and its successive derivatives 4= (L)Q (24)
in frequency-domain can be computed as 2
, W _ <<—sin(as) x (1+ 3/332)>
d—rsf,j(s) =(=1)" / (et dt.  (21) 2 (s + f5°)?
ds 0 <a cos(as) )) (25)
The required derivatives at a specific frequerey « (hop) (s 4 7s%)
during complex frequency hopping can be computed using w® - 2 sin(as) x (1+38s%)?
(22). 2c (s+ [s?)3
(60s) x sin(ws)
C. Implementation and Accuracy Improvements (s+ 3s3)2
The calculation of inverse Fourier transform is one of _{ —2a cos(as) x (1 +38s%)

the critical parts involved in the proposed algorithm for (s + Bs3)?
the computation of moments. Sometim&s ;(s) behaves o? sin(os)
like a periodic function as frequency approaches infinity. In - m (26)
such cases, obtaining the inverse Fourier transform would 1 - sin(cus)
be difficult due to ringing and aliasing errors. In order to W =ﬁ<§(—1)"‘a”_l<p )
overcome this problem, one can use a band limiting window (s + A5%) g cos(as)
[4], [17]-[19] before transforming the scattering parameters —n(1+38s5)W""t — 68s(n? — n)W =2
to the time-domain. For this purpose, several low-pass filter 3 9 (n—3)
windowing functions such as Hanning/Hamming window, —B(n” — 30" —2m)W
Butterworth filter, frequency spectrum of a trapezoidal pulse, ) P o
etc., can be used. However, it is to be noted that although nz3; k=01 4 [0,1], elsek =1
these windowing functions improve the accuracy of the inverse p=1, if nis even; elsey =0
Fourier transform, they alter the time-domain data, which g=1, if nis odd; elsey = 0. (27)

in turn can lead to a different set of moments. In order to
overcome this problem, a new scheme is developed to retrievéSimilarly, analytical derivatives for other window functions
the original measured subnetwork moments from the banthn be derived. Since the window function moments are
limited inverse Fourier transform. available in the closed-loop form, the process of retrieving
Consider a specificS-parameter, S(s) (subscriptsi, j system momentsS<”)(s) using (23) will not suffer from
dropped for simplicity), which requires band limiting. Innumerical errors. On the contrary, use of the window functions
the proposed algorithmS(s) is multiplied by the frequency improves the IFFT, thus giving accuraté™(s), which in turn
spectrum of a window functiol¥ (s) of interest, and let the leads to accurate system moments.
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Fig. 4. Time-response for Example 1.

IV. GLOBAL SIMULATION THROUGH
TIME-DOMAIN MACROMODELS

Given a matrix-transfer function described by (28), a time-
domain realization in the form of state-space equations can be
Frequency () x1' obtained as [20], [21]

Fig. 3. S-parameters for Example 1.

]
Next, using the model-reduction scheme proposed in this pa- [v=()]— [Cx] [z (D)] + [Dx] [ix(£)] = O (29)
per, ag-pole reduced-order model is derived for the admittance

matrix Y in (2) as .
~(5) 2) where 7z, and v, are the vector of terminal currents and

N Y Y voltages of the linear subnetwotk The differential equations

Yo(s) = 11 12 _1_"_" represented by the macromodel (29) can now be combined
" Yo, Y., - Y with (1) using the relatiow,, = (L, )'vs as shown below

' g Sk d

Yjr(s) =k + Z 14”7 1< (4, k) <nx (28) p7 Zx(t) = Anzx(t) — Brix(t) =0
=1 STDPi
' (L)'ws(t) — Crzn(t) — Dyin(t) =0
where p/"* is the ith dominant pole at a port due to an Lrin(t) + F(vg(t)) — by(t) =0 (30)

input excitation at portj and the corresponding residue is

7{" ¥ is the direct coupling constang’:* is the number  Using standard nonlinear solvers or any of the general-
of dominant poles used for approximating. The reduced- purpose circuit simulators, the unified set of differential equa-
order information in terms of poles and residues (28) is helpftibns represented by (30) can be solved to yield transient
in obtaining a macromodel for the linear subnetwarland is solutions for the entire nonlinear circuit consisting of measured
given in the next section. and lumped linear components.
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Fig. 6. S-parameters for Example 2. Fig. 7. Time-response for Example 2.
A. Summary of Computational Steps « Step 8:Evaluate system momeni¥,, using (10)—(12)
A brief summary of the computational steps involved in ~ and obtain a Padapproximation.

simulating nonlinear networks comprising measured/linear® Steép 9:Compute ag-pole reduced-order frequency-
lumped components using the proposed model-reduction domain description for the admittance matri, of

algo

L]

rithm is given below. linear subnetworkr as given by (28).

¢ Step 10:Obtain a time-domain macromodel in terms of
state-space equations as indicated by (29).

« Step 11:Solve unified set of differential equations given
by (30) using SPICE or nonlinear solvers to obtain unified
transient solution.

Step 1: Formulate the global circuit MNA and obtain (1)
and (2).

Step 2: Consider the linear subnetwork Choose appro-

priate window functionsi¥ (s) as necessary and obtain
¥(s) (22) for all the S-parameters. Next, using IFFT,
obtain the corresponding(?).

Step 3: Determine the expansion points and the number V. COMPUTATIONAL RESULTS

of moments using the CFH algorithm. In this section, three examples are presented to demonstrate
Step 4: Compute the derivative® " (s), 4(")(s), and the validity and the accuracy of the proposed technique. In
5T(s) using (24)~(27), (21), and (23). order to verify the accuracy of the proposed method with the
Step 5:Compute the derivatives af-parameters of the existing general-purpose simulators such as SPICE, linear test
measured subnetwork using (14)—(20). circuits with known component values are chosen. Next, using
Step 6:Repeat Steps 4 and 5 for all the measure8PICE,S-parameters for these networks were generated. Us-
subnetworks in linear subnetwork ing theseS-parameters and the proposed algorithm, equivalent

Step 7: Compute H " using (13). time-domain macromodels were generated. Unified transient
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2Q
i

Fig. 8. Circuit for Example 3.

simulations obtained using these macromodels in the presengg N
of nonlinear elements are compared with the simulations of the
original network using SPICE. Examples 1 and 2 corresponch}-
to the RC and RLC networks, and interconnect structures are
analyzed in Example 3. -0l
Example 1: This example represents a relatively simple
circuit (Fig. 2). Fig. 3 shows th&-parameters of this network _ag}-
obtained using HSPICE for a reference impedance of 25
Q. The S-parametersS;; and Ss> were band-limited using _sof
Hanning window function. Next, performing IFFT and sub-
sequently an integration in the time-domain, moments of theggl
band-limited response are obtained. Then using (23), original
network moments are obtained, from which the time-domaing}
macromodel (29) is derived. A unified transient simulation
is performed using the macromodel and nonlinear terminag}
tions. These results are compared against the original network]
response using SPICE in Fig. 4, and they are indistinguishablegL
Example 2: In this example, a simulation of-parameters
of a two-port RLC network is presented (Fig. 5). Fig. 6 showsgg - - . = = “
the S-parameters of the network obtained using HSPICE for 10 10 qulgmy ) 10 10
a reference impedance of 30. The S-parametersS;; and
S22 were band-limited using Hanning window function. Nextfig. 9. S-parameters for Example 3.
using the proposed algorithm a time-domain macromodel (29)

is derived. Then, a unified transient simulation is performegigih of 5 ns. Accuracy of the results from the proposed
using the macromodel and the nonlinear terminations. Net""%borithm is compared with the transient simulation of the
is excited by a pulse having a rise/fall time of 0.5 ns and &iginal network using SPICE, in which each subnetwork is
pulse width of 5 ns. These results are compared against fag|aced by its quasi-TEM analytical models. Responses from

original network response using HSPICE in Fig. 7, and thgysth methods are given in Fig. 10 and they match accurately.
match accurately.

Example 3: The network for this example contained six
transmission lines which are characterized $yarameters. VI.  CONCLUSIONS

For the purpose of illustration, thg-parameters of the sub- A new model-reduction scheme is developed in this paper to
network #1 (represented by block S-1 in Fig. 8) are given iAclude measured subnetworks characterized fparameters
Fig. 9. The proposed algorithm is used to obtain a reduceg- general-purpose circuit simulators such as SPICE. Also,
order model for the entire linear network (the network enclosegh algorithm is presented for accurately computing the mo-
inside the dotted lines). Next, a macromodel in terms of stat@ents of the frequency-domain characterized measured
space variables is derived from the reduced-order model, gsatameters. The new technigue is suitable for efficiently sim-
a transient simulation is performed by combining the macralating a large number of measured subnetworks in a general
model with the nonlinear elements using SPICE. Network @@rcuit environment consisting of linear lumped/distributed and
excited by a pulse having rise/fall time of 0.5 ns and pulsgnlinear components.
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Fig. 10. Time-response for Example 3.
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